
  

Automated camera trap species recognition made easy:
Using entry-level hardware and few training data

Introduction

Camera traps are used throughout the world to monitor wildlife populations (O’Connell and 
Nichols, 2011; Trolliet et al., 2014) but tend to amass large numbers of photographs within 
relatively short periods of time (Swanson et al., 2015). The costly and time-consuming 
processing of large volumes of photographs limits this monitoring method (Harris et al., 2010; 
Newey et al., 2015). Recently, approaches to the visual analysis of camera trap photos using 
deep learning convolutional neural networks (CNNs) have been introduced (Norouzzadeh et 
al., 2018; Schneider, Taylor and Kremer, 2018; Nguyen et al., 2017; Yousif et al., 2019), but 
computation and hardware requirements may place them beyond the means of many camera 
traps users. Our objectives with this study thus were:
● to develop a computationally inexpensive computer vision method for the automatic 

recognition of multiple species in camera trap images and 
● to test the efficacy of the method in monitoring the presence of large wildlife species.

Evaluation
The computer inference for each photograph and species (giraffe, impala, oryx and zebra) 
was established as true positive (TP), true negative (TN), false positive (FP) or false negative 
(FN). The following performance metrics were calculated:

Species other than these four were excluded in the evaluation of species recognition 
performance. 

Recall=
TP

TP+FN
Precision=

TP
TP+FP

Accuracy=
TP+TN

TP+TN+FP+FN

We demonstrated that camera trap photos can be automatically classified by species using an 
entry-level computer and around 1000 training images per species. The YOLO v3 object 
detector (Redmon and Farhadi, 2018) was available pre-trained and thus ready to use. The 
Inception v3 image classifier (Szegedy et al., 2015) was retrained, by transfer learning, with 
relatively little computational effort, on the four large mammal species of interest. 

Although animals were detected in only 59.1% of photographs in which they occurred, the visit 
of a species to a camera trap site in many cases can result in several photographs being 
taken, arguably increasing the probability that the species is detected per visit. Notably, 
precision in detecting animals was 100%, meaning that if the system claimed there was an 
animal present, this was correct.

Our proposed computer vision method has the potential to assist to with a variety of tasks, by 
filtering out photographs that contain animals, classifying the predominant large mammals by 
species, or a combination of these. It could serve at least as a preliminary classification of 
photographs, which then could be verified and corrected manually.

The compilation of standardised, publicly accessible training sets for a range of species could 
be considered for future work. Researchers could then select ready-made training sets on 
which to train the image classifier for identifying species relevant to their projects.

Discussion

Computer vision methods used to analyse camera trap photos are usually computationally expensive, require large training datasets and typically focus on only one species 
per photograph or rely on static backgrounds between sequential images. In contrast, our proposed method requires only an entry-level computer and relatively few training 
data while handling multi-species photos with changing backgrounds. It is able to distinguish between four large mammal species common to the Iona–Skeleton Coast TFCA, 
namely giraffe, impala, oryx and zebra. Trained on readily available online images and applied to 4000 camera trap photos, the system yielded a recall of 59.1% in detecting 
the presence of animals in camera trap photos. Precision in detecting animals was 100% while precision in distinguishing between the four species of interest, namely giraffe, 
impala, oryx and zebra, was 96.8%. Based on the results, the method could be used to filter large raw datasets for photos containing animals, and to label or pre-label photos 
by species for further analysis. This may make it useful to aid in compiling species inventories, document animal migration, map species distributions and estimate densities.
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